VID TRIGGER RATES

The 1995 National Highway System Designation Act (NHSDA) allowed states implementing decentralized or hybrid vehicle emissions inspection and maintenance (I/M) programs to submit a State Implementation Plan (SIP) revision by March 27, 1996, that claimed more emissions credit than allowed by EPA policy for those programs.  In response, New Jersey submitted a SIP to EPA on March 27, 1996, that claimed the decentralized portion of its I/M network was 80% as effective as the centralized portion.  The NHSDA also provided that such states submit an interim, short-term evaluation of the program to EPA within 18 months of SIP approval. 

Under its subcontract with Parsons Brinckerhoff, Sierra Research recently completed an NHSDA-based program evaluation for the state of New Jersey.*  As stated in Sierra’s report, the purpose of that NHSDA evaluation was to show whether the enhanced program is “on the right track” in reducing emissions from motor vehicles subject to the new enhanced I/M program.  More specifically, the evaluation compared test data obtained from both New Jersey’s private inspection facilities (PIFs) and centralized inspection facilities (CIFs).  Data used in the analysis were transmitted electronically to the Vehicle Information Database (VID) that was created as part of the enhanced program implementation.  Test results that were compared between the two networks include the following:

1. Initial and after-repair emissions scores;

2. Emissions reductions due to repairs that were performed;

3. Failure rate; and

4. Repair success rate (i.e., the rate at which vehicles pass the test following repair).

As originally intended, the NHSDA evaluation also was to contain a triggers analysis designed to compare PIF and CIF performance.  Due to the time constraints of the original analysis, however, the triggers portion of the evaluation was postponed until a later date.  This study addresses the postponed triggers portion of the NHSDA evaluation.

Data Collection Method

Data used for this evaluation are the same as those analyzed in the previous NHSDA evaluation.  Specifically, test data collected as part of initial vehicle inspections* in New Jersey during the period July 1 through December 31, 2000 were used from both centralized and decentralized stations.  A centralized station is referred to as a CIF (Centralized Inspection Facility), while a decentralized station is marked as a PIF (Private Inspection Facility).  During this analysis period, approximately 80% of initial test volumes occurred at CIFs, while the remaining 20% occurred at PIFs.  

Analysis Methodology

At the time the analysis protocol for the New Jersey NHSDA evaluation was originally developed, it was intended that the triggers analysis to be included in the evaluation would be based on the results of digital auditing and analysis processes incorporated directly into the VID.  Due to various factors, however, it was subsequently decided instead to perform the analysis separately from the VID.  For this reason, Sierra was contracted to conduct the analysis on an independent basis.  Since the data used by Sierra were generated by the VID, the results of this analysis are nonetheless dependent on the accuracy of the data provided by MCI, who operates and maintains the VID for New Jersey.  That being said, Sierra has not identified any significant VID data integrity issues at present.

This triggers analysis consisted of checking various results throughout the inspection process that might be symptomatic of program-compromising behavior.  For example, an unusually low failure rate, while not necessarily a problem in itself (e.g., socio-economic differences in station clientele may legitimately cause failure rate discrepancies), may be an indication of attempts to falsely pass otherwise failing vehicles.  Other triggers are designed to identify evidence of activities such as technicians fraudulently manipulating the data entry process.  

For each of the individual triggers that were analyzed, an index number was computed for each PIF and CIF emissions analyzer.  This involved determining where the test results for that analyzer fit into the full range of performance between the minimum and maximum endpoints.  Vehicle model year weightings were also used for some triggers to eliminate any bias that could result from differences in model year distributions among PIFs and CIFs; e.g., a higher average failure rate would typically be expected for a facility that tests a greater fraction of older vehicles.  In addition, minimum sample sizes were specified on the basis of both model year ranges and overall number of tests to ensure that the results were not adversely affected by statistical outliers.

All index numbers for each trigger were fit to a common scale (0-100), so that different trigger results could be compared on an equal basis.  For this analysis, index numbers were assigned so that scores deviating to the left (i.e., closer to zero) from the majority of the data indicate poorer performance.  For example, a below-average failure rate would produce a lower index score than the mean value for inspection network.  Conversely, an above-average failure rate would produce an index score in excess of the mean value.  While a higher failure rate could also be an indication of questionable performance (e.g., a station performing unnecessary repairs in order to increase revenues), this would not be as problematic from an emissions or program effectiveness standpoint as stations falsely passing vehicles.

While poor results from individual triggers may not, by themselves, indicate problems, poor results from a combination of several different triggers are more likely to indicate a broader pattern of questionable performance.  For this reason, average trigger scores for the PIF and CIF networks were determined from a subset of the trigger results deemed to be most indicative of problematic station behavior.  These results were then compared to provide an indication of relative performance in the two networks.  

Trigger Analysis Results

Figure 1 presents a histogram detailing the distribution of average index scores.  As noted above, results were computed for individual PIF and CIF analyzers.  This approach was used to address the issue of inspection facilities with multiple analyzers.  This is particularly important for CIFs containing multiple inspection lanes, each equipped with an analyzer.  If all test results were combined into a single composite index score for such facilities, it would tend to mask any problems that exist with a single analyzer.  

The distributions shown in Figure 1 are normalized to the facility type to offset the significant differences in the number of CIF versus PIF analyzers.  Only analyzers having cumulative initial test volumes greater than, or equal to, 30 inspections were considered—this being the minimum sample size considered to produce statistically valid results.  

As shown in the figure, the distributions for both the CIF and PIF analyzers are centered between index ratings of 70 and 85; however, the range of the distribution differs substantially between the facility types.  While average CIF indexes are tightly grouped between 75 and 85, PIF scores range from 0 to 99.*  As previously mentioned, scores extending toward zero from the clustered majority of the scores indicate a higher probability of poor performance. 

Figure 1
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Table 1 contains the mean and median index scores for both the CIF and PIF analyzers, as well as for the overall inspection network.  These results show that there is little difference between the PIF and CIF networks on an average basis; i.e., all values are similarly located in the upper 70s.  It thus appears that, on average, CIFs and PIFs are achieving similar performance, based upon the selected trigger criteria.

Table 1

Average Trigger Index Scores

Mean and Median by Station Type
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One of the advantages of conducting a triggers analysis or implementing an on-going triggers system is that the results can help maximize the effectiveness of available management resources (e.g., in terms of auditing or other enforcement efforts) by aiming them at those inspection facilities whose performance is considered the most questionable.  The triggers results can be used to prioritize the use of enforcement resources by first directing auditing and other activities at the facilities with the lowest average trigger scores, and then working up the range from there as resources permit.  To further improve the effectiveness of these efforts, auditors and other program management staff could look at individual trigger scores to determine which triggers have the greatest negative effect on the overall trigger score for a given facility.  The individual trigger scores, which are not discussed here in order to avoid disclosing their exact nature, may show that various facilities appear to be poorly performing in different portions of the inspection.  If so, audits and other management activities can be tailored to focus on the specific areas of concern, thereby further maximizing the use of available resources. 

While such triggers will help to target auditing and other efforts, they should not be interpreted as a failsafe way to predict facility performance.  There will be some facilities that have below average analyzer index scores, but that are conducting proper inspections.  Similarly, there may be stations with middle-of-the-road average analyzer index scores that are engaging in questionable behavior.  

Table 2 presents the details of the trigger bins in tabular form; i.e., it includes the number and percent of CIF and PIF analyzers in each of the bins previously shown in Figure 1.  In addition, the table shows the number of initial inspections performed by the analyzers populating each bin.  For example, analyzers in the 60-65 bin performed 1.68% of all initial tests performed during the analysis period.  As with Figure 1, only results from analyzers conducting at least 30 inspections are included.     

Table 2 shows that 0.09% of the initial inspection volume is accounted for in the first two bins and 0.11% is accounted for in the first three bins.  Continuing up the scale, 3.62% of the initial inspections were performed by analyzers having average index scores less than, or equal to, 65.  This shows the fraction of PIF analyzers with below-average scores account for a small percentage of the total volume of initial tests.  

This is an encouraging result since it means that only a relatively small fraction of the initial test volume occurred at the facilities considered most likely to be engaging in questionable performance.  As discussed above, however, this does not mean that all of the analyzers in the lower bins performed improper inspections, nor does it speak to the number of illegitimate inspections that were performed in the lower bins.  It merely suggests that a relatively small fraction of the inspections were performed using analyzers that produced statistically less common results, and should therefore be further investigated.

The contents of the table also further demonstrate the tight grouping of the CIF analyzer scores relative to those for the PIF analyzers.  All CIF scores are within the 75-90 range.  Roughly 50% of initial tests conducted at the PIF analyzers fall within the same range, with the remaining PIF tests distributed both below and above this range.

Table 2
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0 to 5 0 0.00 973 0.41 0.09 0.09

5 to 10 0 0.00 0 0.00 0.00 0.09

10 to 15 0 0.00 200 0.08 0.02 0.11

15 to 20 0 0.00 160 0.07 0.01 0.12

20 to 25 0 0.00 222 0.09 0.02 0.15

25 to 30 0 0.00 252 0.11 0.02 0.17

30 to 35 0 0.00 267 0.11 0.02 0.19

35 to 40 0 0.00 511 0.22 0.05 0.24

40 to 45 0 0.00 1086 0.46 0.10 0.34

45 to 50 0 0.00 1438 0.61 0.13 0.48

50 to 55 0 0.00 6146 2.60 0.57 1.05

55 to 60 0 0.00 9536 4.04 0.89 1.94

60 to 65 0 0.00 18055 7.65 1.68 3.62

65 to 70 0 0.00 16916 7.16 1.58 5.20

70 to 75 0 0.00 46406 19.65 4.33 9.53

75 to 80 574589 68.73 84726 35.88 61.49 71.02

80 to 85 260759 31.19 25448 10.78 26.69 97.71

85 to 90 711 0.09 9872 4.18 0.99 98.70

90 to 95 0 0.00 9367 3.97 0.87 99.57

95 to 100 0 0.00 4564 1.93 0.43 100.00

Total 836059 236145
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Table 3 provides yet another view of average trigger score bin breakdowns by the number of analyzers.  As the contents of the table show, there are a relatively small number of PIFs involved in the lowest trigger scores.  For example, the lowest 30 analyzers (which are all PIFs) account for all average scores fewer than 50, and the lowest 50 PIFs account for all scores under 55.  While the number of analyzers per bin increases significantly in the higher bins, it appears that these results will allow New Jersey to selectively increase the scope of their auditing and other management activities within available resources to maximize program benefits to the extent possible.

Table 3
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0 to 5 0 0.00 6 0.44 0.40 0.40

5 to 10 0 0.00 0 0.00 0.00 0.40

10 to 15 0 0.00 2 0.15 0.13 0.54

15 to 20 0 0.00 1 0.07 0.07 0.61

20 to 25 0 0.00 2 0.15 0.13 0.74

25 to 30 0 0.00 3 0.22 0.20 0.94

30 to 35 0 0.00 1 0.07 0.07 1.01

35 to 40 0 0.00 4 0.29 0.27 1.28

40 to 45 0 0.00 5 0.37 0.34 1.62

45 to 50 0 0.00 6 0.44 0.40 2.02

50 to 55 0 0.00 20 1.47 1.35 3.37

55 to 60 0 0.00 50 3.68 3.37 6.74

60 to 65 0 0.00 69 5.07 4.65 11.39

65 to 70 0 0.00 74 5.44 4.99 16.37

70 to 75 0 0.00 226 16.62 15.23 31.60

75 to 80 81 65.32 430 31.62 34.43 66.04

80 to 85 42 33.87 168 12.35 14.15 80.19

85 to 90 1 0.81 102 7.50 6.94 87.13

90 to 95 0 0.00 125 9.19 8.42 95.55

95 to 100 0 0.00 66 4.85 4.45 100.00

Total 124 1360
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In conclusion, it appears that average CIF and PIF performance was very similar during the period of this triggers analysis.  The small fraction of PIF analyzers that appear to be performing poorly account for an even smaller percentage of total initial test volumes, and the results of the analysis can be used to target the most questionable performers for additional follow-up investigation.  

* “New Jersey NHSDA Program Evaluation,” prepared for Parsons Brinckerhoff – FG, Inc., by Sierra Research, Inc., Report No. SR01-04-01, April 6, 2001.


* An initial inspection is the first administered to each unique vehicle during the analysis period.  See the NHSDA report for a more complete discussion regarding how these tests were identified and other details regarding the manner in which the full data set was analyzed.


* Individual index scores will always range from 0 to 100, with 0 assigned to the worst performer(s) on a statistical basis and 100 assigned to the best performer(s).  Because the results shown in Figure 1 are based on a combination of multiple triggers, this results in a top score of less than 100.  
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